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A B S T R A C T

We developed and evaluated an AI-based surrogate model to simulate Hydrogen (H2) production via Proton 
Exchange Membrane Water Electrolysis (PEMWE). A variety of Machine Learning (ML) and Deep Learning (DL) 
models were tested and fine-tuned using real-world PEMWE datasets from multiple sources, ensuring model 
robustness and accuracy. The models included ML algorithms such as k-Nearest Neighbors (k-NN), Support 
Vector Machine (SVM), Decision Trees (DT), Random Forest (RF), Category Boosting (CB), Light Gradient 
Boosting (LGB), and Gradient Boosting (GB), with DL models Long Short-Term Memory (LSTM), Multi-Layer 
Perceptron (MLP), and one-dimensional (1D) Convolutional Neural Networks (CNN). Among these, the 
1DCNN model demonstrated superior performance, achieving an R-squared (R2) of 0.998944, a Mean Squared 
Error (MSE) of 488.82, a very low Normalised Root Mean Square Error (NMSE) of 0.001055, and Pearson 
correlation of 0.999472, having MLP also performing exceptionally well. Conversely, the LSTM model performed 
the poorest. Unlike many prior studies, we employed cross-validation techniques to rigorously validate model 
performance and the Wilcoxon Signed-Rank Test for statistical validation, establishing the robustness and reli-
ability of 1DCNN predictions. Comparatively, the MLP model performed well but failed to pass the Wilcoxon test, 
indicating its predictions were not statistically different from any other models. These findings underscore the 
novelty of the proposed 1DCNN-based surrogate model, which stands out in its ability to accurately simulate 
PEMWE behaviour for H2 production. This model can simulate PEMWE processes in a fraction of the time 
required by traditional methods, providing valuable operational insights and advancing technologies across H2 
production, energy sectors, transportation, and sustainable energy systems.

1. Introduction

The transition to a sustainable energy system is increasingly driven 
by H2, garnering attention for its unique properties as an energy carrier. 
It stems from two key characteristics, a remarkable energy density and 
the potential for carbon-zero emission [40]. PEMWE emerging as one of 
the most promising technologies for clean H2 production and is valued 
for its high efficiency, ability to operate at low temperatures, and 
compatibility with renewable energy sources [1]. Among the various 

water electrolysis technologies, PEMWE has gained significant attention 
due to its advantages, such as compact design, quick response, and 
tolerance of large variations in power input [2]. [42] emphasises the 
need for low-cost, efficient electrocatalysts for a sustainable H2, econ-
omy. However, high costs and inefficiencies related to electrocatalysts, 
hinder scalability and the broader adoption of PEMWE for 
industrial-scale H2 production. Studies have shown that ML models can 
effectively manage PEMWE degradation and optimise operational con-
ditions. For instance, Hayatzadeh et al. [3] examined the effects of 
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operating conditions, such as temperature and current density, on 
PEMWE performance, focusing on optimising catalyst loading using 
Support Vector Regression (SVR) and Artificial Neural Network (ANN) 
models. Their findings underscored the effectiveness of ANN, particu-
larly for larger datasets, with an R2 value of 0.99925 for Iridium-black 
catalyst predictions. Moreover, Mao et al. [4] developed advanced 
control strategies to enhance the robustness of PEMWE systems, high-
lighting the role of AI in overcoming operational challenges. Despite 
significant technological advances, PEMWEs face efficiency limitations, 
particularly when operating across diverse conditions [2]. Recent 
modelling approaches, such as the simulink-based mathematical models 
developed by [43], analyse the impact of input factors like temperature, 
pressure, and current on system efficiency. Although their work offers 
insightful information about how PEMWE behaves in different sce-
narios, it does not use AI or ML techniques, which are necessary for 
additional optimisation and increased forecast accuracy using AI-driven 
models.

AI and ML techniques provide interesting solutions to these perfor-
mance issues. These algorithms can be used to develop predictive 
models that optimise system parameters, make intelligent control 
mechanisms possible for dynamic operation, and make use of large data 
sets to raise electrolyser efficiency overall. AI-driven surrogate model-
ling has appeared as a viable substitute to get beyond these restrictions, 
providing quick and accurate predictions. In this study, we present a 
systematic methodology for building an AI-powered surrogate model 
designed to simulate H2 production in PEMWEs. The first step in this 
process is the development of a comprehensive dataset that includes a 
variety of PEMWE system-relevant operating conditions and design 
parameters. Our goal is to create an AI-surrogate model that can accu-
rately predict PEMWE performance for H2 production by utilising ML/ 
DL techniques. In this study, we integrated Explainable AI techniques, 
specifically SHAP (SHapley Additive exPlanations), to interpret and 
validate model predictions. By incorporating SHAP-based explain-
ability, we not only achieved high predictive accuracy with the 1DCNN 
model but also enhanced the model’s interpretability. This novel 
method offers researchers an effective way to expedite the development 
and optimisation of H2 production methods, marking a substantial 
advancement in PEMWE simulation. A simplified diagram of the 
PEMWE process is shown in Fig. 1. It emphasises the flow of ions and 
electrons between the cathode and anode as well as the separation of H2 
and oxygen (O2) across the membrane. This method of producing H2 is 
especially relevant to the global emission reduction goals set as part of 
efforts to promote sustainability. Emission reduction targets for major 

regions by 2030 and 2050 were covered by [44]. The emission reduction 
targets for the US, UK, EU, Japan, and South Korea are shown in Fig. 2, 
with the US and UK exhibiting a slight lead over other countries.

2. Related studies

2.1. Process of PEMWE

PEMWE functions by electrochemically splitting water (H2O) into H2 
and O2, utilising a PEM to facilitate ion transport. The system comprises 
an anode, a cathode, a PEM, and electrocatalysts that enhance reaction 
efficiency. The process is illustrated in Fig. 1, highlights the key com-
ponents and mechanism involved. According to Li et al. [2], the 
fundamental reactions (1–2) governing this process are as follows:

At the anode, water molecules undergo the oxygen evolution reac-
tion as shown: 

2H2O → 4H+ +4e− + O2 (1) 

This reaction splits water into protons (H+), electrons (e− ), and ox-
ygen gas. Protons (H+) migrate through the PEM, while electrons travel 
through an external circuit, generating an electric current. At the cath-
ode, the hydrogen evolution reaction occurs as shown: 

4H+ +4e− →2H2 (2) 

H2 gas is then collected at the cathode, while O2 is released at the 
anode. This method of producing H2 is especially relevant for the tran-
sition to green energy. Compared to alkaline water electrolysis, PEMWE 
offers advantages such as: Higher H2 purity, due to the selective trans-
port of protons through the PEM. Rapid response time, making it highly 
suitable for renewable energy integration (solar, wind, etc.). Compact 
and scalable design, reducing the need for large electrolyte management 
systems. High current density operation, enabling higher H2 production 
rates. However, PEMWE faces challenges such as catalyst cost, mem-
brane durability, and efficiency limitations, necessitating ongoing 
research into AI-driven modelling, predictive optimisation, and material 
advancements.

Fig. 1. Simplified diagram of PEMWE [41].
Fig. 2. Emission reduction targets for major regions by 2050 as a share of the 
total commitment (100 %) [44].
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2.2. Machine Learning in PEMWE optimisation

Previous studies have explored ML models to optimise the design and 
performance of PEMWE systems. Mohamed et al. [5] presented two ML 
approaches to predict the H2 production rate and cell current density in 
PEM electrolyser cells. Their studies trained five, ML models such as 
ANN, Polynomial Regression, SVM, k-NN, and DT by using 15 input 
parameters and found that ANN model demonstrated the best perfor-
mance, with a MAE of 6.44 for H2 production and 0.04 for current 
density. In continuation of the studies, Mohamed et al. [6] developed ML 
models using polynomial and logistic regression to predict the optimal 
design of PEM electrolyser cells. The models were trained on 148 sam-
ples and validated on a test set of 16 samples, predicting 11 design pa-
rameters based on input factors such as H2 production rate, cathode 
area, anode area, and cell design type. The models achieved an accuracy 
of 83.6 % and a MAE of 6.825. A custom-made PEM electrolyser cells 
was fabricated based on the predicted parameters, and its performance 
showed excellent agreement with simulation results, within a negligible 
experimental uncertainty a MAE of 0.615.

Recent advancements in data-driven modelling have demonstrated 
the effectiveness of ML in optimising PEM systems. For instance, Zhang 
et al. [7] proposed a data-driven approach combining a Genetic 
Algorithm-Backpropagation neural network with Particle Swarm Opti-
misation (PSO) to optimise the operating parameters of PEM fuel cells. 
Their study identified inlet temperature, operating pressure, and relative 
humidity as critical factors influencing power density, achieving a 3.3 % 
increase in power density through optimised conditions. The surrogate 
model exhibited excellent predictive performance, with correlation co-
efficients of 0.99896 and 0.99815 for the training and test sets, 
respectively. While their study focused on PEM fuel cells, the 
data-driven surrogate modelling approach provides valuable insights 
into optimising electrochemical systems, which can be extended to 
PEMWE systems for H2 production. Rui et al. [45] applied ML models to 
predict optimal design parameters for PEMWE. The study utilised k-NN 
and DTR to predict 17 key design parameters, including H2 production 
rate, electrode area, and flow-field patterns, using 1062 data points. The 
model achieved a MSE of 0.31, showing high reliability compared to 
experimental results. The research focused on designing 
commercial-scale PEM electrolysers with H2 production rates ranging 
from 50 to 3000 mL/min, contributing to a reduction in the time and 
cost needed for developing large-scale electrolysers.

2.3. Challenges in PEMWE optimisation

Despite the promising applications of ML in optimising H2 produc-
tion processes, challenges persist due to the limited availability of 
relevant datasets. Dinçer et al. [8] introduced a hybrid Q-learning and 
molecular fuzzy-based model to optimise water electrolysis investments 
for green H2 production. Their study found that electrolyser lifespan and 
production capacity were the two most critical performance factors. 
They further identified PEM and alkaline water electrolysis as the most 
effective strategies for increasing green H2 yield. [46] provided insights 
into the application of ML-based optimisation for high-pressure elec-
trolysis systems. Their study emphasised the role of AI in enhancing 
efficiency, reducing energy losses, and predicting long-term system 
performance. The integration of explainable AI methods, such as SHAP 
analysis, allowed for a deeper understanding of parameter interactions 
in PEM electrolysis. Arjmandi et al. [9] applied DT, SVM, and Regression 
models to predict anode-side parameters like water feed rate, catalyst 
loading, and current density. The DT model emerged as the most 
effective, achieving 100 % accuracy, while SVR showed moderate im-
provements in accuracy, ranging from 0.79 to 0.82. These results illus-
trate that ML models can efficiently predict anode-side parameters, 
facilitating H2 production optimisation.

Recent studies have also explored the integration of renewable en-
ergy sources with PEMWE systems. [47] demonstrated the effectiveness 

of DL models in estimating H2 yield for solar-powered PEMWE systems. 
Their Agnostic Deep Neural Network model achieved an R2 of 96.26 %, 
confirming the high predictive capability of DL for H2 production fore-
casting. This study highlights the potential of DL models in capturing 
complex non-linear relationships in H2 production systems, making 
them suitable for real-time optimisation and control. Urhan et al. [10] 
developed an ML-based approach for H2 production using PEM elec-
trolysers integrated with solar and wind energy systems. Their study, 
leveraging 10 years of meteorological data, identified an optimal system 
configuration comprising 548 kW Photovoltaic, 1040 kW wind turbines, 
a 600 kW electrolyser, and 600 kg H2 storage. This system produced 40, 
000 kg of green H2 annually at a total net present cost of $8,351,442, 
demonstrating the feasibility of renewable energy integration in H2 
production.

Purnami et al. [11] demonstrated the successful use of AI-based 
adaptive systems to optimise H2 production in a dynamic magnetic 
field-assisted electrolysis system. By employing a Double Deep Q 
Network, their study achieved real-time optimisation of operational 
parameters, significantly improving the efficiency of the electrolysis 
process. This AI-driven approach allowed for dynamic adjustments, 
leading to reduced energy consumption and enhanced H2 production. 
Hybrid models have also gained traction in addressing PEMWE chal-
lenges. Rezk et al. [12] and Bensmann et al. [13] continuously explored 
hybrid models, such as physics-informed neural networks, which 
combine traditional models with Adaptive Neuro-Fuzzy Inference Sys-
tem (ANFIS) to enhance simulation accuracy. Tawalbeh et al. [14] uti-
lised ANN to predict H2 production rates by training their model on 
operational parameters such as cell voltage, current, power, tempera-
ture, and water flow rate. The model, optimised through the Lev-
enberg–Marquardt Backpropagation (LMBP) algorithm, achieved a high 
R2 of 0.9989 and a MAE of 0.012, significantly outperforming RF and 
SVM. This study highlights ANN in offering precise control over PEMWE 
operational conditions, thus improving H2 production efficiency. The 
transient hydrogen mass flow rate of a PEM electrolyser system was also 
accurately predicted by Biswas et al. [15] using ANN modelling with 
different LMBP algorithms and time delay structures. The 
best-performing model achieved an R2 of 0.9013 and a MSE of 
0.003371. They concluded that such models could increase the PEM 
electrolyser system’s efficiency and lower their power consumption.

Chen et al. [16] introduced an innovative Ladder of 
Knowledge-Integrated ML framework that enhances model robustness 
by integrating domain-specific knowledge at three levels: Interpolation, 
Extrapolation, and Representation. Their framework, which included 
models like SVR, DT, and ANN, demonstrated an improvement in 
interpolation accuracy by up to 30 %. The ANN model achieved superior 
performance in predicting PEMWE performance under diverse condi-
tions, with an NMSE of 3.238 and an R2 of 0.988, outpacing both SVR 
and DT. This framework offers a structured approach to improving ML 
precision in predicting system degradation and overall performance. 
[49] focused on the membrane electrode assembly, a critical PEMWE 
component, optimising its performance using ML models such as GB. 
They achieved a notable R2 value of 0.943 for predicting current density 
at 1.9V. Moreover, black-box interpretation methods like SHAP were 
employed to interpret ML results, offering valuable insights into the 
relationships between membrane electrode assembly design parameters 
and performance. This study underscored the reliability of ML in opti-
mising membrane electrode assembly design, reducing experimental 
time and costs. Rehman et al. [17] introduced an AI-based surrogate 
model to optimise H2 liquefaction processes. Their model, developed 
using ANN and optimised with PSO, achieved a prediction error of 4 % 
for the minimum internal approach temperature and 0.04 % for specific 
energy consumption. The surrogate model significantly reduced the 
computational time required for optimisation by over 99.99 %, 
demonstrating to the AI-driven techniques in improving H2 liquefaction 
efficiency.
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2.4. Research gaps

While previous studies have made significant strides in applying ML 
and DL to PEMWE optimisation, several research gaps remain. 

1. There are a limited dataset availability poses a major challenge, as 
many studies rely on small or synthetic datasets, which restrict the 
generalisability and robustness of their models.

2. There is a lack of comprehensive model comparisons, as few studies 
have systematically evaluated the performance of multiple ML and 
DL architectures for PEMWE simulation.

3. Insufficient robustness and reliability are common issues, with many 
existing models lacking rigorous validation and testing across diverse 
operating conditions.

2.5. Our work and contributions

Our work demonstrates the development of an AI-based surrogate 
model that imitates H2 production by PEMWE to get beyond these 
limitations. Using real-world PEMWE datasets from multiple sources, we 
developed, evaluated, and analysed 10 different ML/DL methods to 
ensure their generalisability, robustness, and reliability. Therefore, our 
approach is innovative in five important ways. 

1. The development of an AI-surrogate model to simulate the produc-
tion of H2 by developing, testing, and comparing 10 ML/DL archi-
tectures such as GB, RF, 1DCNN, LSTM, and MLP. By selecting the 
best AI method able to capture both non-linear relationships that are 
often ignored by models, this method improves the accuracy of 
PEMWE simulations.

2. The combination of two datasets of real-world PEMWE for H2 pro-
duction from multiple sources, yielding 1210 samples, providing a 
more comprehensive and robust dataset for training, and assessing 
the models, thereby improving its generalisability and performance 
in real-world applications.

3. The full and comprehensive assessment of the developed models by 
using statistical metrics like R2, MSE, NMSE, MAE, and Pearson 
correlation to assess their performance in simulating H2 production 
from PEMWE. Also, to ensure the reliability and trustworthiness of 
the results, the employment of Wilcoxon Signed-Rank Test, was to 
test whether the models would be statistically different from each 
other so that their predictions could be trusted as reliable or not. The 
1DCNN model emerged as the top performer, while MLP, also 
showed strong results, demonstrating their suitability for accurate H2 
simulation, as confirmed by the Wilcoxon Signed-Rank Test.

4. Enhancing model robustness and interpretability through Explain-
able AI by applying SHAP analysis. By integrating SHAP-based ex-
planations, our study ensures model transparency, enabling better 
system optimisation and decision-making.

5. The advancement in model robustness by addressing limitations in 
previous studies that relied on minimal datasets. This improvement 
ensures reliable predictions across diverse operating conditions and 
enhances the generalisability of the proposed AI models for accu-
rately simulating PEMWE behaviour for H2 production.

By integrating these key aspects, our proposed model becomes more 
accurate, robust, trustworthy, and scalable for industrial applications, 
reducing computational costs and the time required for experimentation 
when compared to conventional physical and data-driven models.

To achieve this, the research sets the following objectives, which aim 
to. 

1. Develop ML and DL models to accurately simulate PEMWE behav-
iour under a wide range of conditions.

2. Use these models to predict H2 production rates based on various 
input parameters, ensuring precise and reliable outputs.

3. Conduct a comparative analysis of different ML and DL models, 
including k-NN, SVM, DT, RF, CB, GB, LSTM, 1DCNN, and MLP, to 
determine the most effective and reliable approach for PEMWE 
simulation.

4. Leverage real-world datasets with numerous input parameters to 
enhance model accuracy and predictive capabilities.

5. Validate and fine-tune the developed models to ensure performance 
and robustness in predicting PEMWE behaviour of H2 production 
rates for industrial applications.

The remainder of this paper is organised as follows. Section 3 de-
scribes the methodology, detailing the dataset preparation, model 
development, and evaluation metrics used to assess the performance of 
the proposed ML/DL architectures. Section 4 presents the results and 
discussion, highlighting the performance of the models and their 
comparative analysis, with a focus on their accuracy, robustness, and 
reliability in simulating PEMWE behaviour for H2 production. Finally, 
Section 5 concludes the paper, summarising the findings, and outlining 
future research directions to further advance the field of PEMWE 
optimisation.

3. Methodology

This study uses a methodical way to develop and optimise an AI- 
based surrogate model for PEMWE-based H2 production prediction. 
The methodology goal is to estimate H2 flow rates with accuracy and 
robustness. The method starts with the initialisation see (section 3.1) of 
two datasets, one from Mohamed et al. [5] and the other from Rui et al. 
[45], as shown in Fig. 3. Together, these datasets are designated as (X1) 
and (X2), respectively to a comprehensive dataset (X), which forms the 
foundation for the development of the model. The next critical stage is 
data pre-processing, which involves cleaning the datasets to address 
missing values. For numerical data, missing values are filled using mean 
imputation with SimpleImputer from sklearn.impute. Additionally, the 
data is normalised using StandardScaler from scikit-learn [18] to ensure 
consistency across all variables and models. Categorical variables, such 
as membrane type, anode/cathode materials, and electrolysis type, are 
transformed using one-hot encoding with the OneHotEncoder from 
scikit-learn to prepare the data for ML algorithms. The next step is 
exploratory data analysis, which involves creating statistical summaries 
and generating visualisations using pandas [48] and Matplotlib [19] to 
highlight patterns and similarities in the data. This step aids in identi-
fying significant features that might influence the model’s performance. 
After data preparation, the dataset is split into training (847 samples) 
and testing (363 samples) sets using a 70/30 % ratio with the train_-
test_split function from scikit-learn. This split ensures that the models 
are trained on a substantial portion of the data while retaining a separate 
subset for testing to evaluate performance on unseen data. Several ML 
and DL models are then developed, including MLP, 1DCNN, LSTM, 
implemented using TensorFlow [20] and Keras [21] and ensemble 
models like RF and GB. Each model is trained and fine-tuned through 
experiments by adjusting hyperparameters such as the learning rate, the 
number of estimators, and layer configurations.

To effectively capture local dependencies in the input features, a 
1DCNN model is defined in the following phase. The model’s first layer 
is a 1D convolutional layer with 64 filters and a kernel size of 3, designed 
to extract important features from the input data. The ReLU activation 
function introduces non-linearity, enabling the model to learn complex 
patterns and correlations among features. To reduce the dimensionality 
of the feature maps, a max pooling layer with a pool size of 2 follows the 
convolutional layer, which decreases computational complexity and 
helps prevent overfitting by down sampling the data. To learn higher- 
level representations, the collected features are subsequently flattened 
and passed through a fully connected layer that has 128 neurons and 
ReLU activation. Finally, the output layer consists of a single neuron 
designed for regression, producing a continuous value representing the 
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predicted H2 flow rate. The performance of the trained 1DCNN model is 
evaluated by comparing the actual and predicted values for H2 pro-
duction after the test set has been passed through it. Five-fold testing is 
used to evaluate performance by dividing the test set into equal halves 
and producing fold-specific assessments of actual vs. predicted out-
comes. To improve visualization, a plot is also created for the complete 
test set. To evaluate the accuracy of the model, evaluation metrics are 
calculated, such as R2, MSE, NMSE, MAE, and Pearson correlation.

To ensure robustness, a five-fold cross-validation approach is 
applied. During cross-validation, each fold of the dataset is split into an 
80/20 % for training and validation, and the best models’ performance 
is trained and assessed across different folds. All metrics are computed 
across folds, and their mean and standard deviation are calculated, to 
evaluate whether it is generalising well when exposed to different por-
tions of the data. The total cross-validation time for the 1DCNN model 
was approximately 0.58 s, highlighting its computational efficiency 
despite the complexity of DL. SHAP analysis was conducted to identify 
the most influential features affecting H2 production. Then, all models 
are further validated using the Wilcoxon Signed-Rank Test to confirm 
whether they are statistically different from each other to ensure 
whether their predictions are reliable and trustworthy or not.

3.1. Data description

The dataset used for this research consists of 1210 samples and 26 
features, compiled from Mohamed et al. [5] and Rui et al. [45]. Key 
features such as electrolysis type, electrode area, anode flow area, 
cathode flow area, membrane type, catalysts, water flow rates, and H2 
flow rates. The categorical columns, such as electrolysis type, anode 
type, cathode type, anode/cathode gas diffusion electrode, membrane 
type, and others, were transformed into numerical values using one-hot 
encoding. This encoding process allows ML algorithms to interpret 
categorical data properly. The dataset provided by Rui et al. [45]
comprises 1062 data points, with 357 values obtained from direct 
experimental measurements and 705 extracted from previously pub-
lished studies. It includes 5 input features, which serve as predictive 
variables for 17 electrolyser parameters. These parameters cover key 
aspects such as electrode materials, gas diffusion layers, catalyst com-
positions, current density, operating voltage, and environmental con-
ditions (e.g., pressure, temperature, and water flow rate). Additionally, 
the dataset incorporates data from both single-cell and bipolar PEMWE 
configurations, with variations in electrolyte composition, including 
deionized water, acidic solutions, and choline chloride aqueous solu-
tions. The diverse range of conditions captured in this dataset provides a 
robust foundation for analysing PEMWE performance across different 

Fig. 3. Flowchart of model development and selection process.
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operational settings. Table 1, presents various parameters and their 
corresponding values or ranges for electrolysis experiments, including 
details about the cell components, operating conditions, and perfor-
mance metrics. The parameters cover aspects such as electrolysis type, 
electrode materials, catalyst types, electrolyte solutions, cell design, 
voltage, current density, power output, flow rates, temperature, and 
pressure.

To further understand the relationships between key features in the 
dataset, a correlation heatmap was generated, as shown in Fig. 4. This 
visualization provides valuable insights into the interrelationships 
among input variables, helping to identify potential dependencies that 
could influence H2 flow rate predictions. Notably, parameters such as 
power (W), power density (W/cm2), and water flow rate (ml/min) 
exhibit strong positive correlations with H2 production, with correlation 
coefficients of 0.99, 0.83, and 0.67, respectively. These findings align 
with fundamental electrochemical principles, as higher power input, 
increased water flow, and larger anode areas are expected to enhance H2 
generation.

3.2. Model development

The implementation and evaluation of several ML and DL models for 
predicting H2 flow rates in PEMWE systems are the main topics of this 
section. To improve performance, each model was meticulously fine- 
tuned using hyperparameter optimisation. Among the models used are 
the following.

3.2.1. Support Vector Machines
An algorithm for regression tasks that determines the best hyper-

plane to divide data into distinct classes. SVMs can recognise intricate 
patterns because they can use kernel functions to handle both linear and 
non-linear relationships [22]. SVMs effectively capture non-linear re-
lationships and reveal complex correlations between input variables and 
output rates for H2 prediction. In this study, we evaluated the SVM 
model, feature scaling was not applied to better understand the model’s 
performance on raw data.

3.2.2. K-nearest neighbors
A non-parametric technique called the k-NN algorithm classifies in-

stances according to the dominating class of their nearest neighbors 
[23]. Because of its versatility and ability to handle both classification 
and regression tasks, it is a good choice for finding local trends in data. 
Using the premise that instances in feature space that are adjacent to one 
another are likely to have similar results, k-NN predicts H2 flow rates in 
this context by using the features of the nearest, most similar data points.

3.2.3. Decision trees
DTs are tree-structured models that predict values or classes at the 

leaf nodes by repeatedly dividing the input into subsets at each node 
[24]. For applications including both regression and classification, DTs 
provide interpretability. They successfully reveal intricate patterns in 
the input parameters when used for H2 prediction. To predict H2 flow 
rates, we assessed a DT model in this investigation. Hyperparameters 
were adjusted to enhance the model fitting performance while reducing 
the possibility of overfitting. Several metrics were computed to assess 
the model’s performance.

3.2.4. Random Forest
A powerful ensemble learning method, RF builds several DTs and 

aggregates their predictions. Even with complicated and sophisticated 
data, this method improves the overall model’s accuracy and robustness 
across a range of tasks while reducing overfitting problems that may 
result from individual DTs [25]. To enhance the predicted performance, 
the model was set up with hyperparameters, such as the maximum 
depth, number of trees, and feature selection technique. More accurate 
predictions of future H2 rates are made possible by RF algorithm’s 
exceptional ability to identify and model complex correlations between 
input data and the goal output variable for the H2 flow rate.

3.2.5. Gradient Boosting
One important optimisation method for training ML models with lots 

of parameters, like neural networks, is GB. It improves accuracy and 
model convergence during training by iteratively fine-tuning the pa-
rameters to minimise a loss function [38]. By methodically adjusting the 
parameters, GB improves the accuracy of PEM H2 rate prediction.

3.2.6. Light Gradient Boosting
It is a fast and efficient GB framework developed by Microsoft, which 

uses a leaf-wise tree growth strategy and histogram-based decision trees 
to handle large datasets with high-dimensional features. Its optimisa-
tions, such as gradient-based one-side sampling and exclusive feature 
bundling, make it highly scalable and effective for tasks like classifica-
tion, regression, and ranking [26].

3.2.7. Category Boosting
Yandex created the CB algorithm, which effectively manages cate-

gorical features without requiring a lot of pre-processing. With little 
feature engineering, it provides robust performance and ease of use for a 
range of ML applications, including regression, classification, and 
ranking [27].

3.2.8. Convolutional Neural Networks
CNNs are a class of DL models designed to capture spatial hierarchies 

Table 1 
Parameters and value ranges for PEM electrolysis [6].

Parameter type Category/Value range

Electrolysis type PEM
Anode type Carbon plate, Ni foam, Titanium, 

316L_stainless_steel_felt316L_stainless_steel,
Cathode type Carbon plate, Titanium 

316L_stainless_steel_felt316L_stainless_steel
Anode gas diffusion 

electrode
Porous carbon paper, Ni foam, Titanium, Titanium felt 
Titanium mesh, a double layer felt, a single layer felt

Cathode gas 
diffusion electrode

Porous carbon paper, Ni foam, carbon paper, porous 
titanium, a wet proofed non-woven carbon cloth

Electrode area(cm2) 6.0–100
Cathode flow area 

(cm2)
4.0–100

Anode flow area 
(cm2)

4.0–100

Membrane type Nafion117, Nafion115, Aquivion™_E79-05S_50_μm_ 
(Solvay_Solexis)

Cathode catalyst DNA, Pt/C, MoS2, platinum, 0.5 mg Pt/cm2, 40 wt%_Pt/C,
Anode catalyst MoS2, WSe2, iridium oxide (iro2), iro2 Ruo, 1.5 mg ir/cm2
Catholyte H2SO4_0.1mol, choline_0.5 M, DI water, steam water
Anolyte H2SO4_0.1mol, H2SO4_0.1mol, DI water, steam water
Cell design type Single or bipolar
Cell design number 1–20
Cell voltage(V) 0.5–32
Cell currents des(A/ 

cm2)
0.000241–2.0

Power(w) 0.0–1300
Power density(W/ 

cm2)
0.000361–4.41

Water flow rate(ml/ 
min)

1–1000

Hydrogen flow rate 
(ml/min)

0.0–5000

Temperature cell(k) 298–360
Pressure (atm) 1.0–3.0
Electrode shape Rectangular, round
Flow type A 

(number)
1.0–28.0

Flow type C 
(number)

1.0–28.0
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automatically and efficiently in data through the application of con-
volutional layers. They are particularly effective in tasks involving im-
ages or data with spatial relationships, as they can detect local patterns 
(e.g., edges or textures) and progressively build more complex features, 
making them suitable for image classification, object detection, and 
various other ML tasks [28]. In our research, the CNN architecture is 
defined with convolutional, pooling, and fully connected layers, and the 
model is trained on the scaled data with early stopping to prevent 
overfitting. The performance is comprehensively evaluated on the 
testing data through various regression metrics, and the results are 
visualised through loss curves and scatter plots for both the full test set 
and a 5-fold cross-validation approach. Fig. 5 illustrates a multi-layer 
CNN architecture specifically designed for processing and analysing 
experimental data from PEMWEs.

3.2.9. Long Short-Term Memory
LSTM networks are a specialised type of recurrent neural network 

(RNN) designed to capture long-range dependencies in sequential data 
by addressing the vanishing gradient problem. LSTMs use memory cells 
and gates (input, output, and forget gates) to regulate the flow of in-
formation, making them particularly effective in tasks such as time- 
series forecasting, natural language processing, and speech recognition 
[30].

3.2.10. Multi-Layer Perceptron
An MLP is a class of feedforward ANN that consists of multiple layers 

of nodes, including an input layer, one or more hidden layers, and an 
output layer. Each node (or neuron) in the network is fully connected to 
the nodes in the next layer, and MLPs use non-linear activation functions 

Fig. 4. Correlation heatmap illustrating feature relationships in the PEMWE.

Fig. 5. Leveraging 1DCNN architecture for analysing experimental data from PEMWE [29].
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to model complex patterns in data, making them suitable for tasks such 
as classification, regression, and pattern recognition [31]. In our 
research, MLP architecture is defined, consisting of two hidden layers 
with 128 and 64 units respectively, and a single output unit for the 
regression task; this model is then trained on the scaled training data 
using the Adam optimiser and mean squared error loss, with early 
stopping employed to prevent overfitting. The MLP architecture illus-
trated in Fig. 6 is specifically designed for processing and analysing 
experimental data from PEMWEs.

We aimed to leverage state-of-the-art AI methods to develop a highly 
accurate surrogate model for predicting H2 production rates, pushing 
the boundaries of efficiency and sustainability in H2 production. Fig. 7
illustrates the development of an AI-surrogate model for simulating 
PEMWE.

3.3. Mathematical formulation of 1DCNN on experimental data

In 1DCNN, the convolution operation extracts local features from 
input variables by applying filters over experimental conditions. The 
convolutional transformation [51] is given by: 

Y[i] =
∑k− 1

j=0
X[i+ j]K[j] + b (3) 

where. 

• X[i + j]: Represents the input feature vector at position i + j, which 
contains experimental parameters such as electrode materials, cur-
rent density, and cell voltage.

• K[j]: Represents the convolutional kernel (filter) of size k, designed 
to capture dependencies between features.

• b is the bias term and
• Y[i] is the output feature map, which represents transformed feature 

representations.

After convolution, a max pooling operation is applied to reduce 
dimensionality while retaining key information. The max pooling 
operation, widely used in modern DL architectures [52], is given by: 

Yp[i] =max
k∈s

X [k] (4) 

where:
X [k]: Represents the input feature map within the pooling window.
s: Represents the pooling window size.
Yp[i]: Represents the output feature map after max pooling.
Following feature extraction, the CNN flattens the feature maps and 

passes them to a fully connected layer, a fundamental component of 
neural networks from Equations (5) and (6) is given by Ref. [31]: 

Z=W. A + b (5) 

where. 

• Z is the output vector of a fully connected layer in a neural network.
• W is the weight matrix.
• A is the flattened feature vector.
• b is the bias term.

The activation function used is ReLU, defined as: 

f(x)=max (0, x) (6) 

which ensures non-linearity, allowing the model to learn complex 
relationships between experimental parameters.

3.3.1. Loss function and optimisation
For training, the 1DCNN model minimises the MSE loss function, as 

defined in Section 3.6.2 (Equation (14)). The MSE measures the average 
squared difference between the predicted H2 flow rate (x!

i) and the true 
H2 flow rate (xi) from experimental measurements. Minimising this loss 
ensures that the model’s predictions are as close as possible to the true 
values.Where:

(xi): Represents the true H2 flow rate from experimental 
measurements.

(x!
i): Represents the predicted H2 flow rate from the 1DCNN model.

n: Represents the number of experimental observations.
The Adam optimiser Equations (7)–(9) from Ref. [32] is employed 

for weight updates, defined as: 

mt = β1mt− 1 + (1 − β1) gt (7) 

vt = β2vt− 1 + (1 − β2) g2
t (8) 

θt = θt− 1 − η mt
̅̅̅̅vt

√
+ ϵ

(9) 

where. 

• gt: Gradient of the loss function at time step t
• mt : First-moment estimate (momentum) at time step t
• vt: Second-moment estimate (adaptive learning rate) at time step t
• β1 and β2: Exponential decay rates for the moment estimates
• η: Learning rate.
• ϵ: Small constant to prevent division by zero.
• θt : Represents the updated model parameters after applying the 

Adam update rule.

3.4. Mathematical formulation of MLP on experimental data

The MLP processes input data through a series of fully connected 
layers, where each layer applies a linear transformation followed by a 
non-linear activation function. The mathematical formulation of the 
MLP in Equations 10–12 is given by Ref. [31] is as follows. 

1. Input Layer: The input layer receives the feature vector X, which 
contains experimental parameters such as electrode materials, cur-
rent density, and cell voltage.

2. Hidden Layers:

The first and second hidden layer computes: 

Z(1) =W(1).X+ b(1),A(1) =max
(
0,Z(1)) (10) 

Z(2) =W(2).X+ b(2),A(2) =max
(
0,Z(2)) (11) 

where. 

Fig. 6. MLP architecture for analysing experimental data from PEMWE [50].
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• Z(1): Linear transformation applied to the input before passing it 
through the activation function.

• W(1) and W(2): Weight matrix of the first and second hidden layer 
respectively

• b(1) and b(2): Bias term of the first and second hidden layer
• A(1): Activated output using ReLU
3 .Output Layers: Following the feature extraction and transformation 

in the hidden layers, the MLP passes the final hidden layer’s output to 
the output layer. The output layer computes the predicted value of 
H2 flow rate (x!

i) using a linear transformation, which is given by:

x!
i =W(3).A(2) + b(3) (12) 

where. 

• x!
i: The output layer computes the predicted value of H2 flow rate.

• W(3): Weight matrix of the output layer
• b(3): Bias term of the output layer
• A(2): Output from the second hidden layer (after applying the acti-

vation function).

3.4.1. Loss function and optimisation
The MLP model is trained by minimising the MSE loss function, as 

defined in Section 3.6.2 (Equation (14)), which measures the average 
squared difference between the predicted H2 flow rate (x!

i) and the true 
H2 flow rate (xi) from experimental measurements. For optimisation, the 
Adam optimiser is employed, as described in Section 3.3.1 (Equations 
(7)–(9)).

3.5. Hyperparameter tuning

The ML/DL models were configured with carefully selected hyper-
parameters, including learning rate, number of estimators, hidden units, 
and optimiser, to optimise their performance. The hyperparameter 
tuning process was conducted through manual tuning, where key 
hyperparameters such as the learning rate, batch size, and layer con-
figurations were iteratively adjusted to enhance model performance. 
This approach allowed for fine-grained control over the model’s 

behaviour and ensured that the selected hyperparameters optimised 
both training and validation performance while minimising overfitting. 
The tuning process included an iterative evaluation of hyperparameter 
variations to assess their impact on model performance, ensuring 
optimal configurations. The process was guided by cross-validation re-
sults, ensuring robustness and generalisability. These models have been 
categorised as follows: Traditional ML models are detailed in Table 2, 
ensemble models are outlined in Table 3, and NN models are presented 
in Table 4. The final hyperparameters for each model were selected 
based on their performance during cross-validation and are detailed in 
these tables.

3.6. Evaluation metrics and explainability

The evaluation metrics used to assess the performance of the model 
emphasise the importance of explainability in understanding the 
decision-making process of the AI-driven surrogate model. Explain-
ability is critical for ensuring that the model’s predictions are consistent 
with expected physical behaviour and for identifying key parameters 
that influence H2 production efficiency. Explainability is a fundamental 
aspect of AI-driven models, as it provides insights into the underlying 
decision-making processes. In our study, we employ SHAP analysis to 
interpret the predictions of the 1DCNN model. SHAP values quantify the 
contribution of each feature to the model’s predictions, enabling us to 
identify key parameters that influence H2 production efficiency. This 
approach enhances the transparency of the model and ensures that its 
predictions align with expected physical behaviour. By understanding 
how the model makes predictions, we can verify whether its decisions 
are consistent with domain knowledge and physical principles. 

Fig. 7. AI-surrogate model development for PEMWE simulation.

Table 2 
Traditional models hyperparameter configuration

Model Hyperparameters

SVM kernel = “rbf, poly, linear”, C = 1.0, epsilon = 0.1, gamma = scale
k-NN n_neighbors = 5, weights = “uniform”, leaf_size = 30, p = 2, 

distance_metrics = [’manhattan’, ’Chebyshev’, ’minkowski’]
DT max_depth = 15, min_samples_split = 10, min_samples_leaf = 5, 

max_features = ’sqrt’
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Furthermore, identifying the most influential features allows us to focus 
on key parameters that can be optimised to improve H2 production 
efficiency.

3.6.1. R-Square
R2 is a statistical metric that quantifies the goodness-of-fit of a 

regression model. It represents the fraction of the total variation in the 
dependent variable that can be explained by the independent variables 
in the model. This measure provides insight into how accurately the 
model’s predictions align with the actual observed data. The R2 value 
ranges from 0 to 1, Where a value of 0 indicates that the model explains 
none of the variability in the data, and value of 1 suggests that the model 
perfectly explains all the variability [33]. To evaluate the performance 
of each model, Equation (13) from Galvão et al. [34] and Equations 
14–17 from Nascimento et al. [35] were utilised as the key evaluation 
metrics. 

R2 =1 −

∑n

i=1

(
xi − x!

i
)

∑n

i=1
(xi − x)2

(13) 

3.6.2. Mean square error
MSE is a key metric in regression analysis that measures prediction 

accuracy. It calculates the average squared difference between predicted 
and actual values, emphasising larger errors due to the squaring effect. 
Lower MSE indicates better model performance, with predictions closer 
to observed data. While MSE is valuable for model comparison and 
optimisation, its squared units can complicate interpretation. Despite 
this limitation, MSE remains a crucial tool in predictive modelling and 
ML due to its sensitivity to prediction errors and mathematical proper-
ties. 

MSE=
1
n
∑n

i=1

(
xi − x!

i
)2 (14) 

3.6.3. Normalised square error
NMSE is a refined version of the MSE that scales the error by the 

variance of the observed data. NMSE effectively measures the model’s 
predictive accuracy relative to the inherent variability in the data. A 
lower NMSE indicates that the model’s predictions align well with the 
observed values, considering the data’s natural spread. This stand-
ardised approach makes NMSE particularly useful when comparing 
models across varying scales or units, offering a more context-aware 
evaluation of model performance. 

NMSE=

1
n
∑n

i=1

(
xi − x!

i
)2

var(x)
(15) 

3.6.4. Mean absolute error
MAE is a straightforward metric for assessing prediction accuracy in 

regression models. It computes the average of the absolute differences 
between predicted and actual values. Unlike squared error metrics, MAE 
treats all errors equally, regardless of their magnitude. This character-
istic makes MAE less sensitive to outliers and provides a more intuitive 
interpretation of error in the original units of the dependent variable. 

MAE=
1
n
∑n

i=1

⃒
⃒xi − x!

i

⃒
⃒ (16) 

3.6.5. Pearson coefficient correlation
The Pearson correlation coefficient is a statistical measure that 

quantifies the strength and direction of the linear relationship between 
predicted and observed values in a regression model. It ranges from − 1 
to 1, where a value near 1 indicates a strong positive correlation, sug-
gesting the model’s predictions closely track the observed data’s trend. 
A value near − 1 signifies a strong negative correlation and a value close 
to 0 implies little to no linear relationship. 

ρ(r )=

∑n

i=1
(xi − x)

(
x!

i − x!
)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
var(x)var(x!)

√ (17) 

From the above equations, where n is the total number of samples, x, 
x!, x,and x! represent the observed, predicted, an average of all observed 
and predicted values respectively, and var(x) refers to the variance of the 
input variables, ρ(r ) is the Pearson coefficient correlation. These metrics 
help evaluate not only the accuracy of the models but also their stability 
and generalisation ability across unseen data.

3.7. Cross-validation

Cross-validation is essential in ML, offering a reliable way to assess a 
model’s capacity to generalise to new data. This technique gives a more 
accurate view of model performance by simulating how it might perform 
on previously unseen data. In our methodology, we implement k-fold 
cross-validation, a particularly rigorous form of this technique. Within 
the training dataset, we further applied 5-fold cross-validation, ensuring 
that each fold followed an 80–20 training-validation split. The k-fold 
cross-validation method involves dividing the dataset into k equally 
sized segments or “folds”. The process unfolds in k iterations, where in 
each round, k-1 folds are used for training the model, while the 
remaining fold is reserved for validation as shown in Fig. 8. In our 
research, we applied 5-fold cross-validation within the training dataset 
to evaluate the performance of several regression models, including both 
traditional ML algorithms and DL models. This method helps to account 
for the variability that can occur due to specific data partitioning 
methods. We considered multiple performance metrics, including R2, 
MSE, NMSE, MAE, and Pearson correlation coefficient. Each model’s 
performance was evaluated across all folds, and we calculated the mean 
and standard deviation of each metric to ensure robustness. The total 
cross-validation time recorded for the 1DCNN model, was approxi-
mately 0.58 s, demonstrating efficient execution despite the deep 
learning complexity. This comprehensive approach to model evaluation 
strengthens the reliability of our results and provides a solid foundation 
for comparing the effectiveness of various regression techniques.

3.8. Shapiro-Wilk test

The Shapiro-Wilk test was employed to assess whether the residuals 
or predictions of the models followed a normal distribution. This test is 

Table 3 
Ensemble models hyperparameter configuration

Model Learning Rate Number of Estimators Depth State Iterations

RF N/A 200 15 42 N/A
GB 0.1 100 3 42 N/A
LGB 0.05 1000 10 42 N/A
CB 0.05 1000 6 42 1000

Table 4 
Neural network models hyperparameter configuration

Model Learning 
Rate

Hidden Units/ 
Layers

Optimiser Batch 
Size

Epochs

MLP 
(keras)

0.001 128,64/2 layers Adam 4 500

LSTM 
(keras)

0.001 32/1 layer Adam 128 600

1DCNN 
(keras)

0.001 64 filters/1 
Conv layer

Adam 128 500

M.A. Baseer et al.                                                                                                                                                                                                                               International Journal of Hydrogen Energy 127 (2025) 462–483 

471 



particularly useful for small to moderately sized datasets and is widely 
recommended for testing normality [37]. The null hypothesis (H0) of 
the Shapiro-Wilk test states that the data is normally distributed, while 
the alternative hypothesis (H1) suggests that the data is not normally 
distributed. A p-value less than the significance level (α = 0.05) in-
dicates that the null hypothesis can be rejected, implying non-normality. 
In this study, the Shapiro-Wilk test was applied to the predictions of all 
models to determine whether parametric or non-parametric statistical 
tests should be used for further analysis. The results of this test are 
presented in Table 8 in the Results section. The findings confirmed 
non-normality in the data, justifying the use of non-parametric statistical 
tests, such as the Kruskal-Wallis and Wilcoxon Signed-Rank tests, for 
comparing model performance.

3.9. Kruskal-Wallis test

The Kruskal-Wallis test is a non-parametric method used to compare 
the performance of three or more models when the data does not meet 
the assumptions of normality [53]. In this study, the Kruskal-Wallis test 
was applied to compare the performance of all models for H2 pre-
dictions. The test was chosen because the Shapiro-Wilk test confirmed 
non-normality in the data. The results of the Kruskal-Wallis test, 
including the H-statistic and p-value, are presented in the Results sec-
tion. This test revealed significant differences between the models, 
prompting further pairwise comparisons using the Wilcoxon 
Signed-Rank Test to identify which specific models differed 
significantly.

3.10. Wilcoxon-signed ranked test

We used the Wilcoxon Signed-Rank Test to assess if the observed 
performance differences between models were statistically significant or 
not. According to Galvão et al. [34], this non-parametric test is partic-
ularly well-suited for comparing two paired datasets. The statistical 
significance level for our analysis is set at 0.05. The H0, which asserts 
that the predictions of the matched samples are similar, was rejected if 
the test p-value was less than or equal to this cut-off (p ≤ 0.05). The null 
hypothesis could not be rejected if the p-value was higher than (p >
0.05), indicating that the models’ predictions were statistically similar. 
We were able to carefully evaluate the significance of the differences in 
the models’ performances due to this method.

3.11. Confidence intervals for model performance metrics

We calculated 95 % confidence intervals (CIs) for the performance 
metrics (R2, MSE, and MAE) to quantify the reliability and precision of 
the model predictions. According to Derwent (2023), CIs provide a 
range of values within which the true metric values are expected to lie 
with 95 % confidence, accounting for variability in the data. CIs are 
essential for assessing the stability and generalisability of ML models, 
especially when comparing multiple models. To compute the CIs, we 
employed a bootstrapping approach with 10,000 resamples. For each 
model, we resampled the true and predicted values with replacement 
and recalculated the performance metrics (R2, MSE, and MAE) for each 
resample. This method ensures robust estimates of the CIs, even for non- 
normally distributed data. The statistical significance of the differences 
between models was further supported by the CIs. If the CIs of two 
models for a given metric (e.g., R2) do not overlap, it suggests a statis-
tically significant difference in their performance. Conversely, over-
lapping CIs indicate that the models’ performances are statistically 
similar. This approach allowed us to rigorously evaluate the precision 
and reliability of each model’s predictions, providing deeper insights 
into their comparative performance.

3.12. Error analysis

To ensure a comprehensive understanding of each model’s predictive 
behaviour, an in-depth error analysis was conducted. This approach 
goes beyond standard evaluation metrics by investigating the distribu-
tion and structure of prediction errors through graphical methods. As 
suggested by [54], analysing error patterns can reveal model limitations 
that are not captured by scalar metrics such as R2 or MAE. The analysis 
utilised error histograms, residual plots, and box plots to assess each 
model’s prediction behaviour. Residuals, defined as the difference be-
tween actual and predicted H2 flow rates and were plotted to inspect for 
randomness and symmetry around zero. Histograms of the residuals 
provided insight into error dispersion and skewness, where narrow, 
symmetric distributions indicated well-calibrated models. Box plots 
further summarised error variability, highlighting interquartile ranges 
and identifying extreme values that may suggest overfitting or 
underfitting.

4. Results and discussion

In this section, we present a comprehensive analysis of the results 
obtained from the various ML and DL models used to predict H2 pro-
duction rates through PEMWE systems. The results are discussed in the 
context of key performance metrics, including R2, MSE, NMSE, MAE, 
and Pearson correlation.

4.1. Performance metrics overview

The results of each model’s performance across various evaluation 
metrics are summarised, showcasing their ability to accurately predict 
H2 production. The evaluation includes several ML models, from tradi-
tional methods like k-NN and SVM to more advanced ensemble tech-
niques such as GB and RF. Additionally, DL architectures, including 
1DCNN, LSTM, and MLP, were assessed for their predictive capabilities. 
Table 5 provides a detailed analysis of experimental models based on 
performance metrics, with the best values for each metric highlighted in 
bold. Both training and testing phases are separately reported for each 
model, allowing for a comprehensive comparison of their performance.

4.2. Model performance analysis

The 1DCNN model demonstrated outstanding performance, 
achieving an R2 value of 0.998944 and an MSE of 488.82 on the test 
dataset. With a low NMSE of 0.001055 and an exceptionally high 

Fig. 8. Dataset split and five-fold cross-validation process [36].
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Pearson correlation of 0.999472, the model proved to be highly reliable 
and well-suited for predicting H2 production rates. During the training 
phase, the 1DCNN model achieved an R2 value of 0.999352 and an MSE 
of 225.46, further confirming its robustness. In contrast, the MLP model 
achieved an R2 value of 0.997542 and an MSE of 1137.74 on the test 
dataset, with an NMSE of 0.002457 and a Pearson correlation of 
0.998773. During the training phase, the MLP model achieved an R2 

value of 0.997845 and an MSE of 749.79, demonstrating strong per-
formance. Despite its rapid training time, MLP had slightly lower ac-
curacy than 1DCNN. The LSTM model, however, achieved a negative R2 

value (− 0.050863) and a high MSE of 486601.00 on the test dataset, 
indicating poor predictive performance. During the training phase, the 
LSTM model also performed poorly, with an R2 value of − 0.133791 and 
an MSE of 394535.00. This is because LSTM models are specifically 
designed for sequential or time-series data, whereas our dataset is not 
time-dependent. In addition to predictive accuracy, the computational 
efficiency of the models is a critical factor for real-world deployment. 
Table 6 below compares the training times, inference times, and infer-
ence time variability for the 1DCNN, MLP, and LSTM models. All models 
were trained and tested on the same hardware environment (Tesla T4 
GPU with 15.83 GB and 13.61 GB RAM) to ensure fair comparison. The 
1DCNN model completed training in ~69.95 s for 500 epochs, while the 
MLP model trained in ~73.40 s and the LSTM model in ~71.35 s for 600 
epochs. However, the inference time is a more critical factor for real- 
world deployment. As shown in Table 6, the 1DCNN model achieved 
an average inference time of ~101.89 ms per sample, which corresponds 
to ~9 predictions per sec. This is significantly faster than conventional 
physical models, making the 1DCNN model highly suitable for real-time 
operational use in industrial-scale PEMWE systems. Similarly, the MLP 
model achieved an average inference time of ~97.67 ms, allowing it to 
process ~10 predictions per sec. The LSTM model, with a mean infer-
ence time of ~125.13 ms, can process ~11 predictions per sec.

Despite this, we retained the LSTM results in Table 5 to provide a 
comprehensive comparison of different model architectures. Fig. 9 il-
lustrates the 1DCNN model’s predictive capabilities, comparing actual 
values with predicted values during both the training and testing phases. 
Fig. 10 clearly shows that the model maintained excellent predictive 
accuracy throughout the process.

The training and validation loss curves of the 1DCNN model, pre-
sented in Fig. 11, exhibit smooth convergence for both loss curves, 
reflecting efficient learning and consistent performance across both the 
training and testing datasets, showcasing the proposed 1DCNN capa-
bilities to generalise.

4.3. Model-wise residual behaviour and error insights

To further assess the predictive performance of different models, we 
conducted an in-depth error distribution analysis, highlighting the sce-
narios where certain models underperform and identifying potential 
reasons. The Error histograms, Residual plots, and Box plots (Fig. 12 (a), 
(b), and (c)) provide insights into the error distribution for each model. 
The LSTM model exhibited the highest errors among all models, with a 
significant number of extreme deviations, as seen in the residual plot. 
This underperformance is attributed to the fact that LSTM is designed for 
sequential or time-series data, whereas our dataset is not sequential. 
Consequently, LSTM struggles to learn meaningful patterns, resulting in 

Table 5 
Analysis of experimental models based on performance metrics. Best values for each metric are highlighted in bold. Training and testing phases are separately reported 
for each model.

No Model Phase R2 MSE NMSE MAE Pearson

1. SVM Testing 0.994586 2506.94 0.005414 14.5685 0.997319
Training 0.991986 2788.56 0.008013 18.2078 0.996119

2. k-NN Testing 0.964573 16404.20 0.035426 17.3654 0.984180
Training 0.983097 5881.96 0.016903 12.8715 0.992485

3. DT Testing 0.910855 41278.45 0.089144 44.1893 0.957488
Training 0.959132 14221.30 0.040868 32.3317 0.979353

4. LSTM Testing − 0.050863 486601.00 1.050860 234.3390 0.553064
Training − 0.133791 394535.00 1.133790 233.3050 0.466299

5. RF Testing 0.911555 40954.17 0.088444 28.9703 0.957783
Training 0.978870 7352.86 0.021130 16.3980 0.990448

6. GB Testing 0.989748 4747.07 0.010251 16.5174 0.995113
Training 0.999542 159.35 0.000457 7.8604 0.999772

7. 1DCNN Testing 0.998944 488.82 0.001055 8.7028 0.999472
Training 0.999352 225.46 0.000647 7.8165 0.999677

8. LGB Testing 0.975219 11474.49 0.024780 22.1823 0.988291
Training 0.996015 1386.74 0.003985 8.7726 0.998012

9. CB Testing 0.961827 17675.78 0.038172 18.7181 0.981752
Training 0.999884 40.44 0.000116 3.7453 0.999942

10. MLP Testing 0.997542 1137.74 0.002457 11.2627 0.998773
Training 0.997845 749.79 0.002154 10.3294 0.998993

Table 6 
Comparison of training, average inference times and average inference Std Dev 
per sample for 1DCNN, MLP, and LSTM models

Model Training 
Time (s)

Average 
Inference Time 
per sample (ms)

Average 
Inference Std 
Dev per sample 
(ms)

Environment

1DCNN 69.95 101.89 29.58 Tesla T4 GPU 
(15.83 GB, 13.61 
GB RAM)

MLP 73.40 97.67 21.94
LSTM 71.35 88.99 29.74 Fig. 9. Actual vs predicted for complete testing for the 1DCNN model.

M.A. Baseer et al.                                                                                                                                                                                                                               International Journal of Hydrogen Energy 127 (2025) 462–483 

473 



a negative R2 value and high prediction errors. In contrast, models like 
1DCNN, which are better suited for non-sequential data, demonstrated 
superior performance, as discussed in Section 4.4. The k-NN model also 
showed a wider error spread, indicating inconsistent predictions. k-NN 
relies on distance-based similarity, making it highly sensitive to feature 
scaling and the curse of dimensionality. Since our dataset contains 
multiple features, some with varying magnitudes, k-NN may struggle to 
identify meaningful neighbors, leading to high variance in its 
predictions.

Similarly, the DT model demonstrated noticeable performance fluc-
tuations, with a wider error spread and outliers. DT tend to overfit 
training data when not properly pruned, which leads to poor general-
ization on unseen data. The residual plot for DT reveals that the model 
has difficulty capturing the complex relationships between input vari-
ables and H2 production, contributing to its lower predictive accuracy. 
The SVM model showed moderate errors, performing better than DT and 
k-NN but worse than 1DCNN, GB, and RF. SVM’s performance is affected 
by feature selection and kernel choice, as it is more effective in datasets 

with well-defined decision boundaries. Conversely, 1DCNN, GB, and RF 
emerged as the best-performing models, with tighter error distributions 
and fewer outliers. 1DCNN’s ability to extract spatial correlations in the 
data, coupled with GB and RF’s ensemble learning mechanisms, enables 
these models to achieve superior generalisation, leading to low MAE and 
stable residual distributions. Overall, this analysis confirms that models 
with higher complexity and feature extraction capabilities (1DCNN, GB, 
RF) demonstrate better predictive performance, whereas models that 
rely on distance-based or sequential learning (kNN, DT, LSTM) exhibit 
higher error variance due to their inherent limitations when applied to 
the given dataset.

4.4. SHAP analysis for 1DCNN model interpretability

To ensure the transparency and explainability of the 1DCNN model’s 
predictions, SHAP analysis was conducted using the gradient explainer 
framework. The primary goal of this analysis is to identify the most 
influential features contributing to H2 production predictions and to 
assess whether the model’s decision-making process aligns with known 
electrochemical principles governing PEMWE performance. Fig. 13
presents both the SHAP summary and beeswarm plots, illustrating the 
impact of individual input features on the model’s predictions. The 
SHAP summary plot ranks feature by their mean absolute SHAP values, 
providing a measure of their overall importance. Meanwhile, the bees-
warm plot offers a granular perspective by visualising how feature values 
influence individual predictions, with positive (red) and negative (blue) 
contributions mapped across different samples.

The analysis revealed that power (W) is the most influential factor in 
the model’s predictions, with the highest mean SHAP value, indicating 
its dominant role in H2 production. This aligns with fundamental elec-
trochemical principles, as increased power input directly enhances the 
electrolysis process. Similarly, water flow rate (ml/min) and anode flow 
area (cm2) emerged as highly influential parameters, reinforcing the 
importance of reactant availability and electrode surface area in deter-
mining H2 production. Additionally, cell voltage and temperature (K) 
exhibited moderate impact, consistent with their role in dictating cell 
efficiency and reaction kinetics. The SHAP values indicate that higher 
temperatures and optimised voltages contribute positively to H2 pro-
duction, supporting established PEMWE operational insights. 
Conversely, features such as flow type A (Number) and cell current 

Fig. 10. Actual vs. predicted hydrogen flow rates for each fold in testing during 5-folds for the 1DCNN model.

Fig. 11. Loss curve during the training and validation phases for 1DCNN.
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design (A) had the lowest mean SHAP values, suggesting their minimal 
influence on the model’s predictions. These findings imply that, while 
important for specific system configurations, these parameters have 
limited direct impact on H2 production under the operating conditions.

The explainability provided by SHAP ensures that the 1DCNN model 
is not only accurate but also interpretable, offering valuable insights into 
how AI-driven surrogate models capture complex electrochemical re-
lationships. Understanding these interactions is critical for improving 
model reliability and aiding experimentalists in optimising PEMWE 
design and operation. By leveraging SHAP for interpretability, the study 
ensures that the AI-driven approach not only predicts H2 production 
efficiently but also aligns with known physical and electrochemical 
principles. This enhances trust in the model’s reliability and its appli-
cability for real-world PEMWE system optimisation.

4.5. Cross-validation of 1DCNN

The cross-validation process followed the K-fold strategy with 5 
splits. Specifically, the training data was split into 5 folds, and for each 
fold, the data was further divided into training and validation sets with 
an 80/20 ratio. The 1DCNN model was then trained on 80 % of the 
training data and validated on the remaining 20 %, where performance 
metrics such as R2, MSE, MAE, NMSE, and Pearson correlation coeffi-
cient were computed. Each metric includes the count of evaluations, 
mean, standard deviation (std), minimum (min), and the values at the 
25th, 50th and 75th percentiles including differences between mean and 
testing performance across fold. These results are summarised and 

presented in a Table 7 to provide a comprehensive evaluation of the 
1DCNN model performance.

4.6. Shapiro-Wilk test findings

The results of the Shapiro-Wilk test, as discussed in Section 3.8, are 
presented in Table 8. The test was applied to the predictions of all 
models to assess whether they followed a normal distribution. All p- 
values were less than 0.05, confirming that the predictions of all models 
do not follow a normal distribution. This finding justified the use of non- 
parametric statistical tests, such as the Kruskal-Wallis and Wilcoxon 
Signed-Rank tests, for comparing model performance.

4.7. Kruskal-Wallis test results

The Kruskal-Wallis test, as discussed in Section 3.9, was applied to 
compare the performance of all models for H2 predictions. The test was 
chosen because the Shapiro-Wilk test confirmed non-normality in the 
data. The results of the Kruskal-Wallis test are as follows. 

• H-statistic: 106.52407586306428
• p-value: 7.4875504437937495e-19

The p-value is less than 0.05, indicating significant differences be-
tween the models. This result prompted further pairwise comparisons 
using the Wilcoxon Signed-Rank Test to identify which specific models 
differed significantly.

Fig. 12. Error analysis across models: (a) Error histograms, (b) residual plots, and (c) box plots.
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4.8. Evaluation of prediction statistical discrepancies

The Wilcoxon Signed-Rank Test was employed to assess whether the 
predictions of the models were statistically different, as discussed in 
Section 3.10. Table 9, shows a pairwise comparison of the models, with 
p-values derived from the Wilcoxon Signed-Rank Test. According to the 
results, models like k-NN, SVM, DT, CB, LGB, GB, RF and MLP show no 

statistical significant differences in their predictions when compared to 
1DCNN and LSTM, as their p-values are greater than 0.05 for most of the 
comparison, being the only models that have passed the Wilcoxon test. 
However, the 1DCNN model stands out as not only a more robust but 
also more accurate model than the LSTM, as the latter had the worst 
performance among all models. These findings highlight that, although 
these models like, k-NN, SVM, DT, CB, LGB, GB, RF, and MLP achieved 

Fig. 12. (continued).
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results comparable to 1DCNN, they are not statistically different from 
each other, meaning that they do not present robust prediction power.

4.9. Analysis of CIs for model performance metrics

The 95 % CIs for the performance metrics (R2, MSE, and MAE) were 
calculated to quantify the reliability and precision of the model 

Fig. 13. SHAP summary and beeswarm plot for the 1DCNN model.

Table 7 
Performance metrics of 1DCNN cross-validation. “Differences” column presents the difference between the averaged metrics computed across all folds and the metrics 
computed in the test set.

Metric Mean Std Min 25 % 50 % 75 % Testing Value Differences

R2 0.996234 0.00253 0.99150 0.99584 0.99730 0.99789 0.99894 − 0.00270
MSE 1454.076 694.43736 909.19312 1005.92106 1104.23422 1458.65306 488.82570 965.25120
NMSE 0.003765 0.00253 0.00137 0.00210 0.00269 0.00415 0.00105 0.00270
MAE 19.99636 3.01348 16.32914 17.32136 19.62909 22.31241 8.70287 11.29348
Pearson 0.998289 0.00115 0.99619 0.99796 0.99872 0.99920 0.99947 − 0.00118
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predictions, as discussed in Section 3.11. The results are presented in 
Table 10. As explained earlier, non-overlapping CIs suggest statistically 
significant differences in performance, while overlapping CIs indicate 
statistically similar performances.

4.10. Comparative analysis

To evaluate the effectiveness of our AI surrogate model, we con-
ducted a comparative analysis with the results of previous studies using 
PEMWE dataset. Table 11 summarises this comparison, highlighting the 
number of models, dataset sizes, feature counts, statistical validation 
techniques, and the best performance metrics for each study.

Compared to previous studies, our approach integrates 10 models, 
making it the most extensive comparative study, trained on a larger 
dataset (1210 samples, 26 features). In contrast, Mohamed et al.[5]
utilised 5 models with 15 features, and Rui et al. [45] employed only 2 
models with 5 features. A key distinction in our study is the incorpora-
tion of both statistical significance testing and 5-fold cross-validation, 
ensuring a rigorous evaluation of model generalisability. Although 
Mohamed et al. [5] reported a lower MAE (6.4383 for testing) compared 
to our model’s MAE of 8.7028, their study did not incorporate 
cross-validation or statistical analysis. Our approach, by integrating 
5-fold cross-validation and statistical significance tests, provides a more 
comprehensive assessment of model robustness, reducing overfitting 
risks and ensuring generalisability to unseen data. Rui et al. [45]
implemented cross-validation, enhancing model reliability, but their use 
of only 2 models and 5 features limits predictive power. Additionally, no 
explicit best metrics were reported for train/test performance, making 
direct comparisons difficult.

Among other comparative studies, Tawalbeh et al. [14] achieved an 
exceptionally low-test MAE (0.0012). However, their dataset contained 
only 450 samples, which may limit generalisability when applied to 
broader, real-world PEMWE systems. Biswas et al. [15] used a moderate 
dataset size (1000 samples) and reported a low overall MSE (0.0033). 
However, like several previous studies, cross-validation and statistical 
validation were not included, which are essential for ensuring model 

robustness. [49] applied 9 models on 578 samples with 21 features, 
providing a detailed exploration of PEMWE design factors. However, 
they did not report best metrics for train/test, making it difficult to 
assess direct performance comparisons. Among studies with smaller 
datasets, Rezk et al. [12] achieved a near-perfect training RMSE (3.4 ×
10− 6), but their dataset was very small (17 samples), raising concerns 
about overfitting and lack of scalability. Similarly, Arjmandi et al. [9] 
and Bakır et al. [33] reported exceptionally low MAE values (0.0000 and 
0.049, respectively), but their datasets were significantly smaller 
(42/162 samples and 21 samples, respectively), limiting their applica-
bility to large-scale PEMWE systems. These enhancements in our study 
provide a more comprehensive and reliable assessment of model per-
formance to accurately simulate PEMWE behaviour for H2 production. 
Another key distinction of our study is the integration of explainable AI 
techniques, specifically SHAP analysis, to enhance model interpret-
ability and reliability. Unlike previous studies that primarily focused on 
predictive accuracy, we employed SHAP analysis to validate the reli-
ability and robustness of our AI surrogate model. This method enables 
the identification of feature contributions to H2 production, allowing for 
a more transparent and interpretable model. As demonstrated in Section 
4.4, our SHAP analysis highlights the most influential input variables, 
such as power (W), water flow rate (ml/min), and anode flow area 
(cm2), while revealing features with lower importance, ensuring trust-
worthiness in our model’s predictions. These enhancements in our 
study, including the use of explainable AI techniques, provide a more 
comprehensive and reliable assessment of model performance to accu-
rately simulate PEMWE behaviour for H2 production.

4.11. Discussion

In our study, we systematically evaluated 10 ML/DL models for 
predicting H2 production via PEMWE systems. The goal was to identify 
which models could capture the complex non-linear relationships be-
tween input features and outputs, and which would provide the most 
accurate predictions. The comparative analysis involved several 

Table 8 
Shapiro-Wilk test results for normality assessment of model predictions. P-values 
≤0.05 indicate that the data does not follow a normal distribution, justifying the 
use of non-parametric tests for further analysis.

Model Statistic P-value

KNN 0.469081 2.02E-31
SVM 0.455871 1.02E-31
DT 0.478613 3.33E-31
RF 0.487613 5.38E-31
CB 0.468621 1.97E-31
LGB 0.463014 1.47E-31
GB 0.457485 1.11E-31
LSTM 0.753276 6.43E-23
MLP 0.445567 6.05E-32
1DCNN 0.449644 7.43E-32

Table 9 
Wilcoxon signed rank test evaluation for pairwise comparison of model predictions. P-values ≤0.05 are highlighted in bold, highlighting the cases where the models 
passed the test in a pair-wise comparison.

MODEL SVM KNN DT RF GB 1DCNN LGB CB MLP LSTM

SVM – 0.133606 0.198408 0.039364 0.978067 0.009592 0.068011 0.902533 0.079953 2.91E-32
KNN 0.133606 – 0.137002 2.65E-06 0.108934 0.027997 0.853666 0.197364 0.000463 1.04E-42
DT 0.198408 0.137002 – 0.008471 0.063175 0.033017 0.605617 0.940631 0.572193 5.48E-43
RF 0.039364 2.65E-06 0.008471 – 0.068693 8.94E-14 0.000139 0.026465 0.072663 2.97E-49
GB 0.978067 0.108934 0.063175 0.068693 – 0.000282 0.010032 0.190503 0.317945 4.62E-50
1DCNN 0.009592 0.027997 0.033017 8.94E-14 0.000282 – 0.026195 0.002494 5.45E-10 5.11E-32
LGB 0.068011 0.853666 0.605617 0.000139 0.010032 0.026195 – 0.367472 0.002616 4.47E-38
CB 0.902533 0.197364 0.940631 0.026465 0.190503 0.002494 0.367472 – 0.197016 2.53E-40
MLP 0.079953 0.000463 0.572193 0.072663 0.317945 5.45E-10 0.002616 0.197016 – 1.40E-43
LSTM 2.91E-32 1.04E-42 5.48E-43 2.97E-49 4.62E-50 5.11E-32 4.47E-38 2.53E-40 1.40E-43 –

Table 10 
CIs (95 %) for model performance metrics (R2, MSE, and MAE). Non-overlapping 
confidence intervals indicate statistically significant differences in model per-
formance, while overlapping intervals suggest statistically similar performances.

MODEL R2 95 % CI MSE 95 % CI MAE 95 % CI

KNN (0.91929, 0.99921) (274.36, 45052.78) (7.4446, 32.4849)
SVM (0.99054, 0.99891) (400.73, 5669.86) (10.3562, 20.1583)
DT (0.83457, 0.98720) (4151.34, 99947.60) (27.2956, 67.4405)
RF (0.81898, 0.99626) (1294.18, 106972.75) (12.7074, 52.3862)
CB (0.90656, 0.99843) (521.19, 49976.89) (8.6964, 34.4935)
LGB (0.95437, 0.99495) (1696.08, 27255.85) (12.9187, 33.9754)
GB (0.98077, 0.99857) (480.89, 11656.27) (10.6800, 24.2683)
LSTM (-0.16516, 

− 0.09442)
(308893.40, 
763013.43)

(191.0842, 
329.2073)

MLP (0.99564, 0.99912) (329.81, 2550.47) (8.3563, 14.8240)
1DCNN (0.99820, 0.99963) (134.24, 1022.25) (6.8643, 11.0919)
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performance metrics, including R2, MSE, NMSE, MAE, and Pearson 
correlation, with a specific focus on understanding the strengths and 
limitations of each model in different operational contexts. Among the 
DL models, the neural network, particularly 1DCNN stood out as the best 
performer, with an R2 value of 0.998944 and an exceptionally low MSE 
of 488.82. This model excelled in capturing non-linear relationships and 
showed strong generalisation across both the training and testing pha-
ses. The success of 1DCNN can be attributed to its architecture, which 
allows it to model complex interactions between input features while 
maintaining computational efficiency. However, other models also 
demonstrated impressive performance. The MLP model achieved an R2 

value of 0.997542 and MSE of 1137.74, performing on par with 1DCNN. 
Similarly, other DL model, such as LSTM, underperformed in this spe-
cific application. LSTM, typically well-suited for time-series data, was 
not able to leverage its strength due to the absence of sequential de-
pendencies in the dataset. The LSTM model’s R2 value was − 0.050863 
with a very high MSE of 486601.00, indicating its inability to generalise 
well for the PEMWE data.

To ensure the robustness of our comparative analysis, we assessed 
the normality of model predictions using the Shapiro-Wilk test, which is 
widely recommended for small to moderately sized datasets [37]. The 
H0 assumes normal distribution, while the alternative H1 suggests 
non-normality. A p-value <0.05 rejects H0, indicating non-normality. In 
this study, the test confirmed non-normality for all models (p < 0.05), 
justifying the use of non-parametric tests like Kruskal-Wallis and Wil-
coxon Signed-Rank for performance comparisons. The Kruskal-Wallis 
test, suitable for non-normal data (Ates et al., 2023), revealed signifi-
cant differences between models (H-statistic = 106.524, p = 7.487 ×
10− 19), prompting pairwise comparisons using the Wilcoxon 
Signed-Rank Test. To assess the statistical significance of the differences 
between model performances, the pair-wise Wilcoxon Signed-Rank Test 
was conducted. Even though the differences in performance metrics 
between the top-performing model, 1DCNN, and the second-best model, 
MLP, appear marginal when compared to any other models, they are 
statistically significant, as confirmed by the Wilcoxon Signed-Rank Test. 
This indicates that while MLP and RF demonstrated competitive metrics, 
their predictive capabilities were statistically like 1DCNN, and no model 
was shown to significantly outperform the others in the PEMWE dataset. 
The results of this study suggest that 1DCNN is a highly effective model 
for simulating the behaviour of H2 production in PEMWE systems, of-
fering superior accuracy and generalisability across a range of opera-
tional conditions. In addition to performance metrics, an in-depth error 
distribution analysis was conducted to understand the prediction 
behaviour and robustness of each model under varying conditions. The 
analysis employed residual plots, error histograms, and box plots to 
visualise the spread and symmetry of prediction errors [54]. These tools 
revealed that while top-performing models such as 1DCNN and MLP 
produced tightly clustered and symmetric residuals cantered around 

zero indicating high predictive accuracy and minimal bias other models 
like LSTM and k-NN exhibited broader and more skewed error distri-
butions. The LSTM model showed significant deviations, confirming its 
unsuitability for this non-sequential dataset. On the other hand, the 
k-NN model’s wide error range reflected its sensitivity to 
high-dimensional feature space and scaling issues. These findings, sup-
ported by graphical residual evaluations, complement the numerical 
metrics, and offer a detailed understanding of each model’s general-
isation capacity and potential weaknesses. This layer of analysis is 
essential for identifying not just which models perform best, but also 
why they perform as they do, thereby enhancing the interpretability and 
reliability of model selection for PEMWE system simulation.

Its strong performance, coupled with its relatively low computa-
tional cost, makes it promising for further optimisation and potential 
integration into real-time control systems for PEMWE operations. To 
quantify prediction reliability, we calculated 95 % CIs for R2, MSE, and 
MAE. CIs provide a range within which the true metric values are ex-
pected to lie with 95 % confidence, accounting for data variability [39]. 
Using a bootstrapping approach with 10,000 resamples, we computed 
robust CIs for each model. The CIs revealed statistically significant dif-
ferences between models. For example, the 95 % CI for R2 of 1DCNN 
(0.99820, 0.99963) did not overlap with that of MLP (0.99564, 
0.99912), indicating superior performance of 1DCNN. Overlapping CIs, 
such as between MLP and RF for MAE, suggested statistically similar 
performances. This rigorous evaluation provided deeper insights into 
model precision and reliability, highlighting 1DCNN as the top 
performer.

To gain deeper insights into the 1DCNN model’s decision-making 
process, SHAP analysis was conducted. The SHAP summary and bees-
warm plot revealed the relative importance of input features in influ-
encing H2 production predictions. The analysis highlighted that power 
(W) was the most influential feature, with the highest mean SHAP value, 
followed by water flow rate (ml/min) and anode flow area (cm2). These 
findings align with the expected physical behaviour of PEMWE systems, 
where power input and flow dynamics play critical roles in determining 
H2 production efficiency. The SHAP analysis also provided instance- 
level insights into how specific features contribute to individual pre-
dictions. For example, higher power inputs were consistently associated 
with increased H2 production, while lower water flow rates were linked 
to reduced efficiency. This granular understanding of feature contribu-
tions enhances the interpretability of the 1DCNN model and ensures that 
its predictions are consistent with domain knowledge. The 1DCNN 
model demonstrated the highest accuracy (R2 = 0.998944) and required 
a training time of ~69.95 s, which is slightly faster than the MLP model 
(~73.40 s) and the LSTM model (~71.35 s). Importantly, the 1DCNN 
model achieved average inference time of ~101.89 ms per sample, 
which corresponds to ~9 predictions per sec. This makes the 1DCNN 
model highly suitable for real-time operational use in industrial-scale 

Table 11 
Comparative analysis of studies based on number of models, dataset size, features, best metrics on train/test sets, statistical tests, and cross-validation using PEMWE 
dataset.

Study No. of Model Dataset Size Features Best Metrics Train/Test Statistical Test Cross-Validation

Our work 10 1210 26 MAE 7.8165/8.7028 Yes Yes
Mohamed et al. [5] 5 1203 15 MAE 5.0006/6.4383 No No
Rui et al. [45] 2 1062 5 Not reported No Yes
Tawalbeh et al. [14] 4 450 7 MAE 

Not reported/0.0012
No Yes

Rezk et al. [12] 1 17 3 RMSE 
3.4 × 10− 6/0.2308

No No

Biswas et al. [15] 3 1000 4 MSE 
Overall 0.0033

No No

[49] 9 578 21 Not reported No Yes
Arjmandi et al. [9] 7 42/162 5 MAE 

Overall 0.0000
No No

Bakır et al. [33] 8 21 4 MAE 
Not Reported/0.049

No Yes
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PEMWE systems. This trade-off highlights the importance of balancing 
accuracy and computational efficiency when selecting a model for real- 
world applications. The LSTM model, despite its potential in sequential 
data tasks, performed poorly on this dataset, achieving a negative R2 

value (− 0.050863) and require ~71.35s to train. This underscores the 
importance of selecting model architectures that align with the data 
characteristics, as LSTM’s strength in handling sequential data was not 
leveraged in this study due to the absence of temporal dependencies in 
the PEMWE dataset. In terms of inference time, 1DCNN achieved an 
average inference time of ~101.89 ms per sample, which corresponds to 
~9 predictions per sec, with a variability of 29.58 ms indicating a 
consistent and reliable performance across multiple inference cycles. 
While the MLP model exhibited a similar average inference time of 
97.67 ms with variability 21.94 ms, but it has lower accuracy compared 
to 1DCNN. However, despite its efficiency, MLP did not achieve the 
same level of predictive accuracy as 1DCNN, making it less suitable for 
applications where accuracy is the primary concern. Conversely, the 
LSTM model recorded an average inference time of 88.99 ms and 
exhibited 29.74 ms variability, making it computationally inefficient for 
real-time deployment. Despite its strengths in sequential data process-
ing, LSTM failed to capture meaningful relationships in this structured 
dataset, further confirming its unsuitability for PEMWE modelling. In 
industrial applications, where datasets are significantly larger, compu-
tational costs could rise substantially. To handle this, optimisation 
strategies such as batch processing, parallel computing, and distributed 
DL can enhance efficiency and scalability. Batch processing reduces 
memory load by dividing data into smaller segments, improving training 
speed, while parallel computing distributes computations across multi-
ple processors or GPUs, accelerating model execution. These techniques 
ensure that high-performing DL models remain computationally viable 
while maintaining predictive accuracy in real-world scenarios.

Our findings align and expand the recent studies by leveraging the 
ML techniques in optimising PEMWE systems to enhance design pa-
rameters, predict performance metrics, and optimise operational con-
ditions. For instance, Zhang et al. [7] used a hybrid Genetic 
Algorithm-Backpropagation neural network with PSO to optimise PEM 
fuel cells, achieving a 3.3 % increase in power density. While their study 
focused on PEM fuel cells, our work extends this approach to PEMWE 
systems, demonstrating the broader applicability of data-driven 
methods. Similarly, Dinçer et al. [8] introduced a hybrid Q-learning 
and molecular fuzzy-based model to optimise water electrolysis for 
green H2 production, identifying electrolyser lifespan and production 
capacity as critical factors. Our study builds on these insights by 
providing a robust framework for predicting H2 production under 
diverse operational conditions. However, the underperformance of more 
complex DL models like LSTM raises important questions about their 
applicability in non-sequential, structured data environments. This 
finding contrasts with the work of [46], who emphasised the role of AI in 
enhancing efficiency and predicting long-term performance in 
high-pressure electrolysis systems. Our results suggest that while LSTM 
models are well-suited for time-series data, they may not be ideal for 
structured datasets like those used in PEMWE systems. Future work 
should explore alternative architectures or hybrid approaches to address 
this limitation.

Recent studies have also explored the integration of renewable en-
ergy sources with PEMWE systems, further validating the potential of 
ML/DL models in this domain. For instance, [47] demonstrated the 
effectiveness of DL models in estimating H2 yield for solar-powered 
PEMWE systems, achieving high predictive accuracy. While their 
study focused on solar energy, our work extends this approach by 
evaluating a broader range of operational conditions, demonstrating the 
superior predictive capability of our 1DCNN model in capturing com-
plex non-linear relationships. This highlights the versatility of 
data-driven approaches in optimising PEMWE systems under diverse 
energy inputs. Similarly, Urhan et al. [10] developed an ML-based 
approach for H2 production using PEM electrolysers integrated with 

solar and wind energy systems. Their study identified an optimal system 
configuration that maximised green H2 production, demonstrating the 
feasibility of renewable energy integration in H2 production. This pro-
vides a practical example of how our 1DCNN model could be applied to 
optimise such systems. By leveraging the predictive accuracy and 
computational efficiency of 1DCNN, future studies could further 
enhance the design and operation of renewable energy driven PEMWE 
systems, particularly in scenarios where energy inputs are variable or 
intermittent. In addition to renewable energy integration, recent ad-
vancements in AI-driven optimisation have shown promising results. Ali 
Rehman et al. [17] introduced an AI-based surrogate model to optimise 
H2 liquefaction processes, achieving significant improvements in pre-
diction accuracy and computational efficiency. Their work underscores 
the potential of AI-driven techniques to streamline complex processes, 
which aligns with our findings on the computational efficiency of the 
1DCNN model. By adopting similar approaches, future studies could 
further enhance the optimisation of PEMWE systems, particularly in 
large-scale industrial applications where computational efficiency is 
critical.

Previous studies such as, Mohamed et al. [5] evaluated multiple ML 
approaches including ANN, Polynomial Regression, SVM, k-NN, and DT 
for predicting H2 production and cell current density. They focused on 
predicting optimal PEM electrolyser cells design parameters using 
polynomial and logistic regression models, validating the results 
through experimental testing. Similarly, Rui et al. [45] extended this 
work by applying k-NN and DTR to predict design parameters for 
commercial-scale applications, contributing to reduced development 
time and costs. Further advancements include the implementation of 
advanced optimisation techniques and hybrid approaches. Purnami 
et al. [11] demonstrated the use of adaptive systems for real-time opti-
misation in magnetic field-assisted electrolysis, while Rezk et al. [12] 
and Bensmann et al. [13] explored physics-informed neural networks. 
For instance, Tawalbeh et al. [14] and Biswas et al. [15] focused on 
using ANN with Levenberg-Marquardt backpropagation to predict H2 
production rates and flow characteristics. Chen et al. [16] developed a 
Knowledge-Integrated ML framework that enhances model robustness 
through domain knowledge integration. [49] focused on membrane 
electrode assembly optimisation using GB models and interpretation 
methods like shapely addictive explanations. Arjmandi et al. [9] inves-
tigated anode-side parameter prediction using various ML models.

This study highlights the effectiveness of the 1DCNN model for 
PEMWE modelling, but it is important to recognise potential limitations 
that could impact its performance. One key limitation is related to the 
dataset size. Although the model was validated using two independent 
datasets, the limited availability of large and diverse datasets restricts 
the model’s ability to generalise across a broader range of operating 
conditions a common challenge in data driven PEMWE studies. 
Expanding the dataset to include more experimental data from different 
PEMWE configurations would enhance the model’s robustness and 
adaptability. Furthermore, the current approach relies solely on data- 
driven feature relationships without explicitly incorporating physical 
constraints. These limitations have motivated our ongoing efforts to 
develop a physics-informed that integrates fundamental electrochemical 
equations while maintaining the computational efficiency of the existing 
architecture.

Despite these limitations, challenges persist in applying ML to 
PEMWE systems. Our AI surrogate model, the 1DCNN, achieves superior 
predictive accuracy and demonstrates robust performance across vary-
ing operating conditions. It surpasses traditional models like ANN and 
SVM, which often rely on smaller and less diverse datasets as mentioned 
in Table 8. However, the limited availability of comprehensive datasets 
remains a critical issue, potentially affecting the generalisability of 
developed models. Integrating physics-based knowledge with ML 
models has emerged as a promising approach to enhance prediction 
accuracy and improve model reliability.
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5. Conclusion

In this study, we developed an AI-driven surrogate model to simulate 
and optimise H2 production in PEMWE systems, utilising advanced ML 
techniques such as GB, CNN, LSTM, and MLP models. To ensure reliable 
performance comparisons, thorough analyses were carried out utilising 
important statistical metrics such as R2, MSE, NMSE, MAE, and Pearson 
correlation. The research focused on predicting H2 production from 
PEMWE systems by leveraging datasets sourced from experimental 
studies. Hyperparameter tuning was applied to optimise the perfor-
mance of each model. The effectiveness of the models was further 
validated through computational metrics and cross-validation tech-
niques, ensuring their generalisability to unseen data.

Based on the proposed methodology and the results obtained, the 
following key conclusions can be drawn. 

1. The 1DCNN model demonstrated the highest performance across all 
evaluation metrics, including R2, MSE, and Pearson correlation. Its 
superior ability to capture complex non-linear relationships between 
the input features and H2 production made it the most suitable for 
this task.

2. DL models such as LSTM, exhibited varying low performance levels. 
Even though, MLP performed well, effectively capturing spatial de-
pendencies, and achieving competitive accuracy. However, LSTM, 
despite its design for temporal relationships, struggled to match the 
accuracy and stability, particularly in datasets without significant 
temporal patterns.

3. Ensemble and traditional ML methods such as RF, GB SVM, and k-NN 
performed well, demonstrating strong generalisation capabilities. 
However, they fell short of 1DCNN in terms of predictive accuracy 
and robustness, as indicated by both evaluation metrics, cross- 
validation performance, and the Wilcoxon test, since 1DCNN 
consistently outperformed them in every evaluation task.

4. The AI-surrogate model developed in this study demonstrated its 
capacity to predict H2 production rates with high precision, robust-
ness, and minimal computational resources.

5. SHAP analysis was applied to enhance model interpretability, iden-
tifying key input parameters that significantly influence H2 produc-
tion efficiency. The analysis revealed that power (W) was the most 
critical factor, followed by water flow rate (ml/min) and anode flow 
area (cm2). These insights highlight the role of power input and 
reactant flow rates in determining PEMWE performance, supporting 
better system optimisation and decision-making.

This study provides a robust AI-driven framework for predicting H2 
production in PEMWE systems. However, several challenges must be 
addressed for real-world deployment. One critical concern is data pri-
vacy, particularly in industrial applications where proprietary opera-
tional data may restrict model accessibility. Implementing privacy- 
preserving techniques, such as federated learning or secure multi- 
party computation, could enable collaborative model training while 
safeguarding sensitive data. Since our model was trained on experi-
mental datasets from two different sources, its robustness in real-world 
settings requires further validation using operational PEMWE data 
collected from industrial-scale electrolysers. This will ensure the 
model’s predictive capability remains consistent across varying system 
configurations, operating conditions, and potential uncertainties 
inherent in large-scale production environments. Hardware and 
deployment constraints should also be considered. While the 1DCNN 
model demonstrated high accuracy and computational efficiency, real- 
time inference in industrial systems may necessitate edge computing 
solutions for on-site processing or cloud-based architectures for scal-
ability. The system integration remains a challenge, as most existing 
PEMWE setups lack direct AI compatibility. Developing standardised 
interfacing protocols for AI-driven process control and optimisation 
could facilitate smoother deployment in industrial automation 

frameworks. Beyond PEMWE applications, the proposed AI framework 
can be extended to other domains. Similar methodologies can be 
employed in fuel cell performance optimisation, battery health predic-
tion, and biohydrogen production systems. For example, in fuel cell 
systems, similar AI frameworks have been used to optimise power 
density and efficiency, as demonstrated by Zhang et al. [7]. By 
leveraging transfer learning, pre-trained models can be fine-tuned on 
smaller datasets specific to new domains, reducing the need for exten-
sive retraining and computational resources. The future research should 
explore the integration of real-time monitoring data to further improve 
predictive accuracy and enable adaptive control in PEMWE systems. 
This could involve sensor-driven AI frameworks, where continuous 
operational data is used to dynamically adjust parameters, improving 
system efficiency in real-time. Additionally, the development of hybrid 
AI-physics models will be crucial. Future studies should explore 
physics-informed ML approaches that integrate data-driven ML tech-
niques with electrochemical models or Computational Fluid 
Dynamics-based simulations. This integration will enhance model 
interpretability, ensuring that AI-driven predictions remain consistent 
with fundamental electrochemical and thermodynamic principles. 
Furthermore, optimisation strategies incorporating advanced algo-
rithms such as PSO, Genetic Algorithms, Bayesian Optimisation, and 
Reinforcement Learning will be investigated. These techniques can be 
leveraged to refine hyperparameters, optimise operational conditions, 
and improve surrogate model efficiency for real-world deployment in 
industrial-scale PEM electrolysis systems. These future directions will 
further enhance the practical applicability of AI-driven models for H2 
production, supporting the wider adoption of PEMWE technology in 
sustainable energy systems. The compact and efficient design of the 
1DCNN model makes it highly suitable for deployment on edge devices, 
enabling real-time H2 production monitoring in industrial-scale PEMWE 
systems.

In conclusion, the AI-driven surrogate model, especially the 1DCNN 
technique, has proven to be a powerful tool for predicting and opti-
mising H2 production in PEMWE systems. Among the 10 models 
assessed in this study which included ensemble approaches and DL ar-
chitectures including MLP, 1DCNN, and LSTM, the 1DCNN continuously 
outperformed the others in each evaluation metrics. The results of this 
study demonstrate the efficacy of 1DCNN through cross-validation using 
k folds in addition to conventional assessment criteria and it also passed 
the Wilcoxon Signed-Rank Test with any other models. This study makes 
a substantial contribution to the field of H2 production by providing a 
scalable, effective way to lower computational costs while increasing 
accuracy.
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